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Visualizing a dilation:
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We want to start with generic/bad $X$ and reach a "pleasant" dilation $N$.
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$$

They also show find the optimal $\vartheta_{n}$, and show

$$
\vartheta_{n} \sim \frac{\sqrt{\pi n}}{2} .
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The dimension of matrices is fixed at $n \times n$, but the number of matrices $d$ is NOT fixed.
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Theorem (Davidson, Dor-On, Shalit, Solel)
Suppose that $K \subseteq \mathbb{R}^{d}$ where $K$ has nice symmetry or invariance properties. Then

$$
\mathcal{W}^{\max }(K) \subset d \cdot \mathcal{W}^{\min }(K)
$$

This theorem about matrices is not a theorem about matrices. It is also a theorem about matrices.

## Explanations

This slide should be skipped unless someone asks a question.

## Symmetry/invariance properties

There exist $k$ real $d \times d$ matrices $\lambda^{(1)}, \ldots, \lambda^{(k)}$ of rank one such that $I_{d} \in \operatorname{conv}\left\{\lambda^{(1)}, \ldots, \lambda^{(k)}\right\}$ and

$$
\lambda^{(m)} K \subseteq d \cdot K \quad, \quad m=1, \ldots, k
$$

e.g., invariant under permutations and sign changes of coordinates. or more generally: invariant under projections onto orthonormal basis.
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\begin{gathered}
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## What's New?

## Definition

$$
\theta(K):=\inf \left\{C>0: \mathcal{W}^{\max }(K) \subseteq C \cdot \mathcal{W}^{\min }(K)\right\}
$$

Moreover, we call a compact convex set $L$ a dilation hull of $K$ if

$$
\mathcal{W}^{\max }(K) \subseteq \mathcal{W}^{\min }(L)
$$

and say $L$ is minimal if $L$ cannot be replaced with a proper cc subset.

1. Computed $\theta(\cdot)$ for $\ell^{p}$-balls and their positive sections (some proofs include free parameters, so dilations don't have to treat every member of a tuple equally).
2. Characterized when $K \subseteq \mathbb{R}^{d}$ has $\theta(K)=1$ (with some control).
3. Characterized when an $\ell^{2}$-ball is a dilation hull for another $\ell^{2}$-ball.
4. Computed some examples of minimal dilation hulls, and made some general conclusions about minimal dilation hulls using the above.
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## Corollary

Let $\overline{\mathbb{B}}_{p}^{d}$ denote the closed unit ball of $\ell^{p}$-space in $\mathbb{R}^{d}$. Then

$$
\theta\left(\overline{\mathbb{B}}_{p}^{d}\right)=d^{1-|1 / 2-1 / p|}
$$
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## Theorem

Let $K \subset \mathbb{R}^{d}$ be any compact convex set. Then the following are equivalent.

1. $\mathcal{W}^{\text {max }}(K)=\mathcal{W}^{\text {min }}(K)$.
2. $\mathcal{W}_{2^{d-1}}^{\max }(K)=\mathcal{W}_{2^{d-1}}^{\min }(K)$.
3. $K$ is a simplex.

The key ingredients:
Invertible affine transformations $T$ factor through $\mathcal{W}^{\text {max }}$ and $\mathcal{W}^{\text {min }}$.
Palmon: If $K$ is not a simplex, then there is an invertible affine transformation $T$ and a constant $0<C<d$ such that $T(K) \subseteq \overline{\mathbb{B}}^{d} \subseteq C \cdot T(K)$.
Don't want to contradict that $\theta\left(\overline{\mathbb{B}}^{d}\right)=d$ from DDSS!! Plus, matrix dimension $2^{d-1}$ is the maximum used in that estimate.
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The ball tells a different story:
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It is easy to add in a shift and scale of the ball $\overline{\mathbb{B}}_{d}^{2}$ on the left side, too.
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## Consequences about Minimal Dilation Hulls

## Corollary

There is no $\ell^{2}$-ball which is a minimal dilation hull of another $\ell^{2}$-ball. Therefore, minimal dilation hulls of a set $K$ do not have to preserve symmetry or shape properties of K!

## Corollary

The diamond $d \cdot D_{d}=d \cdot \overline{\mathbb{B}}_{1}^{d}$ is a minimal dilation hull for $\overline{\mathbb{B}}_{2}^{d}$.

## Corollary

The shape of minimal dilation hulls of $K$ is not necessarily unique! Is any circumscribing simplex of $K$ a minimal dilation hull of $K$ ? (We don't even know this when $K$ is the ball!)

## A Special Case for Circumscribing Simplices

## Definition

$K \subset \mathbb{R}^{d}$ is simplex-pointed at $x$ if $x \in K$ and there is an open set $O \subseteq \mathbb{R}^{d}$ such that $x \in O$ and $\overline{O \cap K}$ is a $d$-simplex.

## Theorem

Suppose that $K$ is simplex-pointed at $x$, and $\Delta$ is a simplex containing $K$. If $x$ is a vertex of $\Delta$, the edges of $\Delta$ based at $x$ point in the same direction as those of $\overline{O \cap K}$, and there is a point $y \in K$ in the interior of the face $F$ of $\Delta$ which excludes $x$, then $\Delta$ is a minimal dilation hull of $K$.

This is a ridiculously specific example of a circumscribing simplex, but it occurs at least once in nature for each $p \geq 1$ :

## Corollary

Let $\overline{\mathbb{B}}_{p,+}^{d}$ denote the positive section of the $\ell^{p}$ ball in $\mathbb{R}^{d}$. Then $d^{1-1 / p} \cdot \overline{\mathbb{B}}_{1,+}^{d}$ is a minimal dilation hull of $\overline{\mathbb{B}}_{p,+}^{d}$. Further, $\theta\left(\overline{\mathbb{B}}_{p,+}^{d}\right)=d^{1-1 / p}$.

## Thank you!

(2 Bonus Slides follow - these were not used in the actual talk)
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Other relations? Other finitely presented universal $C^{*}$-algebras?

