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Learning refers to the process of producing a hypothesis which best describes the
available data (e.g. samples from some distribution). It can be defined in different ways
depending on the specific setting. We use the formalism of PAC (probably approxi-
mately correct) learning . A learning algorithm A in this framework is a map that takes
as input a list S of sample points in X ×{0, 1} and outputs a function A(S) : X → {0, 1}.

There are many interesting ways to quantify the quality of a learner, such as its com-
putational complexity or its generalization capabilities. We focus on the amount of
information the output A(S) of A reveals on its inputs S. The standard way to measure
information is via the mutual information I(A;A(S)).

The project’s goal is to develop learning algorithms with low information complexity
for specific scenarios. To achieve this goal, you will need to understand several deep
definitions, like generalization, entropy, and the Littlestone dimension.

Prerequisites. Read [1] and follow the references within so that you understand the
main definitions and ideas.
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