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POCS dates back to 
[Lev Bregman 1965]



  sparsity-rank-aware regularized least squares models

Sparsity-aware convexly
regularized least squares

Nonconvex regularization 
via Moreau enhancement

Set theoretic estimation 
with convex projections 

Lasso [Tibshirani `96] , 
     TV [ROF`92], 
 [Daubechies et al `04] …

MC [Zhang `10], GMC [Selesnick `17]
               LiGME [AYY `20] ...

 [J.von Neumann `30],  [Bregman `65],  [Youla-Webb`82], [Combettes `93],
[Censor-Elfving `94], [Bauschke-Borwein`96], [Deutsch `00], [Byrne `04]... 

cLiGME model

[YYY  MLSP`21]

This study



LiGME model

 LiGME model  [J.Abe, M.Yamagishi, IY, Inverse Problems 2020]

proper+lower 
semicontinuous
+convex functions



Good News  1

Nonconvex

Generalized Moreau enhancement  of  convex regularizers 

Moreau-Yosida like regularization of 



C.-H.Zhang,   Ann. Statist.‘10
Minimax-Concave penalty

has been proposed as a nearly unbiased 
nonconvex enhancement of the best 
convex sparsity promoting regularizer 

P.J.Huber, Ann. Math. Statist.‘64

               Minimax-Concave (MC) penalty  [C.-H. Zhang 2010]  
      is a simplest 1D example of LiGME function 

Moreau envelope of  

converges pointwise to 



[I. Selesnick   IEEE T-SP, 2017]

LiGME is a Unified + Linearly involved extension 
by   [Abe-Yamagishi-IY  (Inverse Problems ‘20)]

Moreau-Yosida like regularization of  

(LiGME)

(GMC)

(MC)



Good News  2

Nonconvex

Linearly involved Generalized Moreau Enhanced model



How can we apply LiGME model ?

Q:  Can we choose B flexibly to ensure overall-convexity of (2) ? 

J. Abe, M. Yamagishi, I. Yamada, 
“Linearly involved generalized Moreau enhanced models and their proximal splitting 
      algorithm under overall convexity condition,” Inverse Problems, (36pp), 2020.



  
Through a product space reformulation, 

the LiGME model (2) covers 
the following seemingly much more general model: 

Nonconvex

Good News  3



Set theoretic estimation with multiple convex projections
- A powerful mathematical idea pioneered by Lev Bregman 

POCS

Split convex feasibility problem  (e.g., [Censor-Elfving 1994])

Q. Why do not we integrate  
   these two powerful ideas ?

   But how ?



cLiGME model (proposed model)

cLiGME model 

Nonconvex

LiGME regularizer



    cLiGME covers multiple regularizers and constraints



 (by extending a theorem in [J. Abe, M. Yamagishi, IY,  2020])

Good News  4

W. Yata, M. Yamagishi, IY, 
“A constrained Liniearly-involved-Generalized-Moreau-Enhanced model and 
its proximal splitting algorithm,” IEEE MLSP, Oct., 2021.



Theorem 1





The derivation of Theorem 1 and Algorithm 1 is inspired by Condat’s primal-dual algorithm 
[Condat 2013] and is essentially based on the so-called forward-backward splitting method. 

Since Condat’s primal-dual algorithm was proposed for minimization of sum of linearly involved 
convex terms, it is not directly applicable to the cLiGME model involving nonconvex functions.



Numerical experiments (Piecewise constant image restoration)

We applied the proposed model to



Numerical experiments (Piecewise constant image restoration)



1. Mainly for sparsity-rank aware signal processing, the LiGME model      
  presents  a mathematically sound nonconvex enhancement of 
  the convexly regularized least squares models. 

2. For broader applications, the cLiGME model has been designed by      
   integrating main ideas in set-theoretic estimation and in LiGME model. 

Conclusion 
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